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*Abstract*—Question and answer styled social media forums like Quora gets thousands of questions every day. In most of the questions, users are genuinely interested in seeking answers but in few cases, someone may ask questions that are provocative in nature. The wording of these insincere questions is designed to make a statement. Weeding out such questions that make a statement rather than look for helpful answers is a key challenge. The website administrators can make use of an automatic way to flag such questions and maintain a civil and respectful discourse. The major objective of this research paper is to predict whether a question is sincere or insincere using machine learning techniques. A dataset obtained from Kaggle regarding questions posted from users on Quora is used for testing and evaluation. The approach focuses on the implementation of neural networks and supervised learning methods. A new method has been tried in this paper to use sentence embedding to get a contextual vector of a question and feed that to neural networks. The same neural network is also subjected to word embedding input to perform a comparative analysis.
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# Introduction

A pragmatic problem for any major website today is the need to handle toxic and divisive content. Internet trolls act by posting divisive content on websites to provoke controversy and emotional reactions from readers. While less scrupulous sites may not mind the added traffic trolling provides, question and answer forums like Quora that focus on providing credible information must take steps to moderate these types of posts. They cannot allow their platform to be used for provocative questions or confirm hateful stereotypes. These questions, also termed as insincere questions, are intended to make a statement rather than look for helpful answers.

This project will focus on detecting insincere questions posted by members on the Quora QA community forums using advanced machine learning techniques. Insincere questions typically have political, non-neutral tone, or convey an extreme view of a group. Training machine learning models to detect such features is not a straightforward endeavor. While topics of conversation may provide a clue for a question’s intentions, features for clearly dividing “troll” type questions from those seeking real answers are not obvious and depend on the context of the sentence in its entirety.

# Why is this problem important?

Statista estimates that there are 4.65 billion social media users as of April 2022, roughly 58% of the global population [17]. Social media sites are now a reality of life and show no signs of disappearing in the near future. Unfortunately, some users choose to engage with social media in ways that violate social norms or the content policies of the sites. In order to avoid negative press, or civil or criminal liability, social media operators must moderate the content hosted on their sites. As more companies and organizations add social media capabilities to their online presence, the amount of data generated by their users grows vast and it becomes impractical, if not impossible, to review all of this data manually. In order to lighten the load of moderators, these groups have turned to machine learning to automate the task, and identify potentially disparaging or inflammatory content so that it can be reviewed before being displayed to a broad audience. In this paper, we will propose a method to improve upon existing strategies to identify social media content posted on the Quora website that warrant further review, with the ultimate goal that this strategy could be extended to use by other social media platforms.

# Literature Survey

The following section will discuss the various works done in this area using similar methodologies. There have been many contributions in the domain of text classification. It is due to the business value it adds by classifying text on the basis of various parameters. As pointed out by Nima, Prateek, Nikita Parab, Akshay Mungekar, Sanchit Pereira Mungekar in their research regarding insincere question classification, one of the most important parts in text classification and mining is the preprocessing [1]. The results of the different text classification evaluation indicators show that the TF-IDF algorithm has certain advantages in text classification.

As pointed out by Yoon Kim on paper entitled Convolutional Neural Networks for Sentence Classification has performed a series of experiments with CNN on pretrained word-vector for sentence classification [2]. According to his paper, a little hyper parameters turning and static vectors in a simple model (CNN-statics) perform remarkably well, giving competitive results against the more sophisticated deep learning model that utilizes complex pooling schemes. This CNN model improves upon the state of the art on 4 out of 7 tasks which include sentimental analysis and question classification.

Another such paper proposed a model for classifying tweets[3]. The authors used a Logistic Regression model in order to classify tweets according to the topic. The model first transformed the tweets into vector, which is similar to the one mentioned about by another paper [4]. The model used the word vector to calculate accuracy. The confusion matrix showed an accuracy of around 92%. A wide variety of classification techniques have been used to document classification [5]. The models developed include Naive Bayes, Logistic Regression, Support Vector Machine (SVM), an ensemble of Naive Bayes and Logistic Regression and Random Forest. While all of the models provided high accuracy rates, the F1 score and ROC provided more meaningful model performance metrics due the data being unbalanced [6].

In another research [7], it focuses on the automatic keyword-based operations carried out in terms of keyword indexing, classiﬁcation, clustering along with ﬁve different keyword extraction methods. In addition, 2-way ANOVA has been used to validate the performed analysis. The study states that the use of ensemble approach consisting of Bagging based Random Forest method provided the accuracy around 93%. Various SVM and Naive Bayes approaches are used and compared and a later stage in the paper. The author concludes by stating that this approach offers performance and computational efficiency advantages versus conventional methods.

Support Vector Machine Model was used to classify BBC documents into ﬁve categories [8]. The model was enhanced by using Chi-Squared along with SVM. Both Stemming(Lancaster Stemmer) and Lemmatization (WordNet Lemmatizer) were used and fed separately to the model. The results stated that Stemming provided better results and chi-squared was an added advantage as it improved the model.

Text classiﬁcation was used for identifying tweets related to suicides [9]. This was done with the motive of reducing the negative impact of tweets. The models used for this project included SVM, Naive Bayes and Random Forest. Decision tree performed the best in among the three models implemented. The F-measure ranged from 0.346 to 0.778.

Abdalraouf Hassana and Ausif Mahmood at the University of Bridgeport have done research on Deep Learning for Sentence Classification. The paper observed that most of the machine learning algorithms require input to be denoted as a fixed-length feature like A bag of words. They ignore the semantics of word and loss ordering of words. Long Short-Term Memory (LSTM) is used over a pre-trained word vector to capture semantic and syntactic information. In the process of trying to predict whether a question is insincere, they used pre-trained word vector, which was trained on 100 billion of words of Google News. The use of a pre-trained word vector offers several advantages. A similar word is clustered together. LSTM is used to avoid the problem of vanishing gradient. In their experiment, they used two datasets for sentiment analysis: Stanford Large Movie Review Dataset IMDB and Stanford Sentiment Treebank (SSTB). The training was done through stochastic gradient descent over shuffled minibatches. The size of the hidden state was to be 128 and the mini-batch size was 64. Dropout was set to 0.5 .10% of training data was taken for validation. Their model provides a 14.3% error rate for SSTB and an 11.3% error rate for IMDB [10].

Ashwin Dhakal and his co-authors, in their paper - Exploring Deep Learning in Semantic Question Matching has implemented Artificial Neural Network approach to predict the semantic coincidence between the question pairs, extracting highly dominant features and hence, determining the probability of question being duplicate in Quora. In their research works, the words and phrases are mapped into vectors of real numbers followed by feature engineering, which includes NLTK mathematics, Fuzzy wuzzy features, and Word mover distances combined with vector distances [11].

Prudhvi Raj, Dachapally and Srikanth Ramanam presented the paper entitled In-Depth Question Classification Using Convolutional Neural Network. According to their paper typically CNN is used for image classification. CNN for NLP is not used often and is completely intuitive. They used two-tier CNN that classifies questions into their main and subcategories. The architecture consists of one Convolutional layer that learns several filters for given heights (Bi-grams to Pent-grams), after that 2-max-pooling layer that accumulates more information from the convolution layer. All the maxpooled layers were merged to form a 2-fully connected layer with node 128 and 64. The data used for training was questioned classification dataset by the University of Illinois, Urbana Champaign. While testing their model, it was found that 90.43% main category accuracy and 76.52% subcategory accuracy for the Quora dataset which was manually collected. For TREC 93.4% was the main category accuracy and 87.4% subcategory accuracy [12].

# Methodology

The common aspect in most of the existing research work is the use of word embeddings to represent text before feeding to machine learning techniques. In this research, we have attempted to use pre-built sentence embeddings to vectorize questions. Recent work has demonstrated strong transfer task performance using pre-trained sentence level embeddings compared to word embeddings [15].

In this paper, we have presented a comparative study between the two embeddings when subjected to supervised learning and neural network based learnings.

1. End-to-end flow of events to clasify questions

“Fig.1” shows the end-to-end flow of our methodology to classify toxic questions. The following sections describe the methodology used to classify toxic questions – Understanding dataset, data preprocessing, word embedding, sentence embedding, supervised machine learning models – Random Forest, Logistics Regression, and Design of neural network.

The following sections describe the methodology used to classify toxic questions – Understanding dataset, data preprocessing, word embedding, sentence embedding, supervised machine learning models – Random Forest, Logistics Regression, and Design of neural network.

## Dataset Description

Quora provided dataset contains 1,303,122 questions. The dataset contains three labels qid, question\_text, and target which is a binary value and is labeled as 1 for an insincere question or otherwise. Similarly, Quora has also provided out a test dataset that contains 375,806 of test data which contains only two labels qid, question\_text. The Kaggle competition allows only word embeddings for the competition and external data is not allowed. Our methodology will use sentence embedding and so we cannot submit classification output to Kaggle site and get a score. For this reason, the training data has been split into train and test data. The training data is further split for validation purposes.

The Dataset has only two elements – question text and classification whether sincere or not. We plan to extract a few additional metadata from the question text and add them in the dataset

* n\_words = Number of words in Question
* numeric\_count = Number of numeric words in Question
* special\_character\_count = Number of special characters in Question
* unique\_words = Number of unique words in Question
* char\_words = Number of characters in Question
* count\_misspelled\_word – count of incorrectly spelled words in the questions

These additional features may help us evaluate the data better in feature extraction. The first five rows of the data are shown in Fig.2

|  |  |  |
| --- | --- | --- |
| qid | question\_text | target |
| 00002165364db923c7e6 | How did Quebec nationalists see their province... | 0 |
| 000032939017120e6e44 | Do you have an adopted dog, how would you enco... | 0 |
| 0000412ca6e4628ce2cf | Why does velocity affect time? Does velocity a... | 0 |
| 000042bf85aa498cd78e | How did Otto von Guericke used the Magdeburg h... | 0 |
| 0000455dfa3e01eae3af | How does everyone on Quora seem to be a genius... | 1 |

1. First five rows of dataset using pandas

## Data Analysis

Dataset analysis shows that there are 1,225,312 number of questions that are sincere, labelled as 0 and 80,810 number of the questions are insincere, labelled as 1.

Bar plot of dataset:

1. Number of Sincere (0) and insincere(1) questions

From the bar plot in “Fig.2”, it is seen that the dataset contains 93.81% sincere questions and 6.18% insincere questions. There is a class imbalance problem, but we will not attempt to fix it because in Quora website, only few toxic questions appear. The models will be tuned to handle this scenario.

## Data Preprocessing

Generating word embeddings on the dataset will yield better results with some preprocessing. Data preprocessing is a task that includes preparation and transformation of data into a suitable form. Data preprocessing aims to reduce the data size, find the relation between the data, normalize data, remove outliers and extract features for data. Data preprocessing converts the text data to analyze and predictable form. The steps necessary to carry out under preprocessing includes - removing punctuations, numbers, stop words like “is”, “are”, and lemmatization. The goal of lemmatization is to reduce inflectional forms and sometimes derivationally related forms of a word to a common base form [13]. If a question contains “caring” as a word, lemmatization will convert it to “care” and if another question has a word “cared”, that is also converted to “care”. This might mean the two questions may have some context and are like each other. The preprocessing is applicable only for word embeddings.

## Word Embedding

Word embedding is the language modeling technique in

natural language processing where individual words or phrases are represented as a real-valued vector that can capture the context of the word in a document, semantic and syntactic similarities, and relation with each other word. We have used Term Frequency- Inverse Document Frequency (TF-IDF) as the word embedding technique. Term Frequency is the frequency of word in the text. The formula for term frequency is shown below[14]:

![Text

Description automatically generated with medium confidence](data:image/png;base64,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)

where, j is the document and i is the term. ni,j is the frequency of repetition of a word in the document. The denominator is the sum of all word’s frequency. Inverse Document Frequency (TDF) is the importance of a word denoted in degrees. The formula is shown below:
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where, N is the number of documents. ni is the number of documents with the feature word. To prevent the denominator from becoming 0, 1 is added. And con acts as the constant to avoid IDF from becoming 0. Hence, the formula for

TF-IDF = TFi,j x IDFi

## Sentence Embedding

An illustration of sentence embedding being better for context awareness for question classification is provided as follows. The question “Is the duck swimming?” and “Should I duck when a cow attacks” should be treated as contextually two different questions. The word duck has different meaning based on the context. Word embedding may treat the two equally, but sentence embedding doesn’t.

Google research wing created models for encoding sentences into embedding vectors [16]. We use “Universal Sentence Encoder” model for creating embedding of all questions in Quora’s dataset. Classification will be performed by finding semantically similar sentences.

## Supervised Machine Learning Models:

We have implemented Random Forest and Logistic Regression based models. Logistic Regression is a model where the co-efficients are learned during the training of the model. Random forests is a group of decision trees working together for classification of questions. Four models are created.

## Neural Network Models:

We have used RNN for making model. RNN is a type of neural network in which the output from the previous step is fed as input to the current step.

# Evaluation and Results

Due to data imbalance the evaluation is not focused on accuracy, rather it is focused on other metrics like F1 score, Area Under Curve, Precision and Recall. These metrics are explained below.

1) Accuracy: Accuracy can be said to the measure of the closeness of the output to a certain value. It does not work well with imbalanced data. Hence, in this project other metrics are used for evaluation.

2) Precision: Precision is ratio of correctly predicted outcomes to the total predicted outcomes. It is not dependent on the accuracy of the model. It is therefore a measure that be used in case of class imbalance.

3) Recall : It is the ratio of correctly predicted outcomes to the total outcomes. It is also known as the sensitivity of the model.

4) F1 Score: F1 score is the one that is calculated by combining the precision and recall measures. It is the harmonic mean of the two. It results nearly the same as the average of the two measures when they are closely related.

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Performance | LR+TFIDF | LR+USE | Random Forest + TF-IDF | Random Forest + USE | RNN + TF-IDF | RNN + USE |
| Precision |  |  |  |  |  |  |
| F1-Score |  |  |  |  |  |  |
| Recall |  |  |  |  |  |  |

Various evaluation metrics will be considered as the data is highly imbalanced. The accuracy level cannot be considered for judging the best model as even if all questions are to be considered sincere the accuracy will be above 90%. Hence, F1 score acts as the main metric for evaluating the performance of the models.

# Project Schedule

## Plan

|  |  |
| --- | --- |
| Project Proposal | 6/15/2022 |
| Exploratory data analysis | 6/22/2022 |
| Feature Engineering/NLP API Research | 6/29/2022 |
| Project Milestone 1 documentation | 7/06/2022 |
| Modeling | 7/13/2022 |
| Training and Classification | 7/20/2022 |
| Performance Analysis | 7/27/2022 |
| Final Report/ Project Milestone 2 | 8/03/2022 |
| Final Presentation | 8/10/2022 |

B. Notes

This is not the final research paper. Additional content will be added after implementation of our supervised and deep neural network based models. Along with that implementation we plan to evaluate the results in more comprehensive manner.
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